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1 Introduction

An important problem of the statistical machine learning is the classification problem which can be regarded as a task of classifying some objects into classes (group) in accordance with their properties or features. However, for many real-world problems, the task is not to classify but to detect novel or abnormal instances (Campbell (2002); Campbell and Bennett (2001); Cherkassky and Mulier (2007); Scholkopf et al. (2000, 2001)). Novelty detection is the identification of new or unknown data that a machine learning system is not aware of during training. In particular, it aims to detect anomalous observations (Chandola et al. (2007, 2009); Steinwart et al. (2005)). It should be noted that a typical feature of novelty detection models is that only unlabeled samples are available. We make some assumptions on anomalies in order to distinguish between normal and anomalous future observations. One of the most common ways to define anomalies is by saying that anomalies are not concentrated Scholkopf and Smola (2002). The problem of statistical outlier detection is also closely related to that of novelty detection. Detailed reviews of the novelty detection models can be found in works of Bartkowiak (2011); Hodge and Austin (2004); Khan and Madden (2010); Markou and Singh (2003).

The first way to solve the novelty detection problem is to estimate the real-valued density of the data and then threshold it at some value. It is pointed out by many authors (see, for instance, Cherkassky and Mulier (2007)) that this way is likely to fail for sparse high-dimensional data. A better way is to model the support of the (unknown) data distribution directly from data, that is, to estimate a binary-valued function \( f \) that is positive in a region where the density is high, and negative elsewhere. This leads to a single-class learning formulation. The function allows us to specify the region in the input space where the data are explained by the model. Sample points outside this region can be regarded as anomalous observations.

Accepting novelty detection as the one-class classification, many novelty detection models using kernel-based methods in the framework of the support vector machine (SVM) have been proposed. These models are called one-class classification support vector machines. There are two main foundation approaches for constructing the one-class SVM. The first approach is proposed by Tax and Duin (Tax and Duin (1999, 2004)). This is one of the well-known novelty detection models, which can be regarded as an unsupervised learning problem. According to this approach, the training the one-class SVM consists in determining the smallest hyper-sphere containing the training data. By adapting the kernel function, this approach becomes more flexible than just a sphere in the input space. In a nutshell, the approach considers the trade-off between the number of errors made on the training set (number of target objects rejected) and the size of the sphere (its radius).
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An alternative way to geometrically enclose a fraction of the training data is via a hyperplane and its relationship to the origin proposed by Scholkopf et al. (Scholkopf et al. (2000, 2001)). Under this approach, a hyperplane is used to separate the training data from the origin with maximal margin, i.e., the objective is to separate off the region containing the data points from the surface region containing no data. Here the authors consider the trade-off between the number of errors made on the training set (number of target objects rejected) and the margin separation between the training points and the origin. This is achieved by constructing a hyperplane which is maximally distant from the origin with all data points lying on the opposite side from the origin.

It should be noted that there are other interesting novelty detection models (see for instance, Bicego and Figueiredo (2009); Campbell and Bennett (2001); Hodge and Austin (2004); Kwok et al. (2007)). However, we study the second approach (Scholkopf et al. (2000, 2001)) and modify or extend it in order to take into account the possible fact that the number of training data might be rather small and the use of the empirical probability distribution might lead to incautious decisions. Our main idea is to construct a robust imprecise model using the framework of an $\varepsilon$-contamination neighborhood or $\varepsilon$-contaminated (robust) models (Huber (1981)).

Many robust classification models assume that each data point or example in the training set can move around within an Euclidean ball. These models stem from perturbations of the training data due to unsatisfactory equipment, corrupted data, etc., which are usually described by an additive noise. At that, these models simultaneously assume that all examples in the training set have equal probabilities or weights. This assumption may be too strong when the number of examples is not large. Therefore, in order to relax the strong condition for probabilities of examples, it is natural to suppose that the probabilities may be contaminated or changed. One of the statistical models taking into account these changes is the imprecise $\varepsilon$-contaminated model Walley (1991) which produces a set of probabilities or probability distributions over the training set. We do not know a precise “true” probability distribution over the training set, but we know that it belongs to the set of probability distributions. So, in contrast to the approach with perturbations of the training data, we assume that each probability assigned to every data point can move around within a set of probabilities under certain restrictions.

We can not solve the classification problem for all probability distributions from the set of distributions. Therefore, in order to construct a robust classifier, we have to select a probability distribution in accordance with a certain decision rule. First, we select the “worst” distribution providing the largest value of the expected risk. It corresponds to the minimax (pessimistic) strategy in decision making and can be interpreted as an insurance against the worst case (Robert (1994)). This is the most popular strategy in the robust classification. The second distribution minimizes the expected risk and corresponds to the minimin (optimistic) strategy which can not be called robust. However, it is interesting as another extreme strategy. By using these probability distributions and the above assumptions, we construct the robust novelty detection model.

The paper is organized as follows. Section 2 presents the standard novelty detection problem proposed by (Scholkopf et al. (2000, 2001)). An $\varepsilon$-contaminated robust model and its peculiarities are considered in Section 3. A set of probability
distributions produced by the model and its extreme points which are very important for constructing the novelty detection model are studied in the same section. The minimax strategy and its realization in the SVM approach is given in Section 4. The minimin strategy is studied in Section 5. Numerical experiments with synthetic and some real data illustrating accuracy of the proposed model are provided in Section 6. In Section 7, concluding remarks are made.

2 Novelty detection

Suppose we have unlabeled training data \( x_1, \ldots, x_n \subset \mathcal{X} \), where \( n \) is the number of observations, \( \mathcal{X} \) is some set, for instance, it is a compact subset of \( \mathbb{R}^m \). According to Scholkopf et al. (2000, 2001), a well-known novelty detection model aims to construct a function \( f \) which takes the value +1 in a “small” region capturing most of the data points and −1 elsewhere. It can be done by mapping the data into the feature space corresponding to the kernel and by separating them from the origin with maximum margin.

Let \( \phi \) be a feature map \( \mathcal{X} \rightarrow G \) such that the data points are mapped into an alternative higher-dimensional feature space \( G \). In other words, this is a map into an inner product space \( G \) such that the inner product in the image of \( \phi \) can be computed by evaluating some simple kernel \( K(x, y) = (\phi(x), \phi(y)) \), such as the Gaussian kernel

\[
K(x, y) = \exp\left(-\frac{\|x - y\|^2}{\sigma^2}\right).
\]

\( \sigma \) is the kernel parameter determining the geometrical structure of the mapped samples in the kernel space. It is pointed out by Wang et al. (2009) that the problem of selecting a proper parameter \( \sigma \) is very important in classification. When a very small \( \sigma \) is used (\( \sigma \rightarrow 0 \)), \( K(x, y) \rightarrow 0 \) for all \( x \neq y \) and all mapped samples tend to be orthogonal to each other, despite their class labels. In this case, both between-class and within-class variations are very large. On the other hand, when a very large \( \sigma \) is chosen (\( \sigma^2 \rightarrow \infty \)), \( K(x, y) \rightarrow 1 \) and all mapped samples converge to a single point. This obviously is not desired in a classification task. Therefore, a too large or too small \( \sigma \) will not result in more separable samples in \( G \).

It is shown by Campbell (2002) that the data points lie on the surface of a hypersphere in feature space since \( \phi(x) \cdot \phi(x) = K(x, x) = 1 \). Now we have to find a hyperplane \( f(x, w) = \langle w, \phi(x) \rangle - \rho = 0 \) that separates the data from the origin with maximal margin, i.e., we want \( \rho \) to be as large as possible so that the volume of the halfspace \( \langle w, \phi(x) \rangle \geq \rho \) is minimized. Let us introduce the parameter \( \nu \in [0; 1] \) which is analogous to \( \nu \) used for the \( \nu \)-SVM (Scholkopf and Smola (2002)). Roughly speaking, it denotes the fraction of input data for which \( \langle w, \phi(x) \rangle \leq \rho \).

To separate the data set from the origin, we solve the following quadratic program:

\[
\min_{w, \xi, \rho} \frac{1}{2} \|w\|^2 + \frac{1}{n} \sum_{i=1}^{n} \xi_i - \rho,
\]

subject to

\[
\langle w, \phi(x_i) \rangle \geq \rho - \xi_i,
\]

(1)
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\[ \xi_i \geq 0, \quad i = 1, \ldots, n. \] (3)

Slack variables \( \xi_i \) are used to allow points to violate margin constraints.

Since nonzero slack variables \( \xi_i \) are penalized in the objective function, we can expect that if \( \mathbf{w} \) and \( \rho \) solve this problem, then the decision function

\[ f(\mathbf{x}, \mathbf{w}) = \text{sgn}(\langle \mathbf{w}, \phi(\mathbf{x}) \rangle - \rho) \]

will be positive for most examples \( \mathbf{x}_i \) contained in the training set, while the SV type regularization term \( \|\mathbf{w}\| \) will still be small. The actual trade-off between these two goals is controlled by \( \nu \).

Using multipliers \( \alpha_i, \beta_i \geq 0 \), we introduce a Lagrangian

\[
L(\mathbf{w}, \xi, \rho, \alpha, \beta) = \frac{1}{2} \|\mathbf{w}\|^2 + \frac{1}{\nu n} \sum_{i=1}^{n} \xi_i - \rho - \sum_{i=1}^{n} \alpha_i (\langle \mathbf{w}, \phi(\mathbf{x}_i) \rangle - \rho + \xi_i) - \sum_{i=1}^{n} \beta_i \xi_i.
\]

It is shown that the dual problem is of the form:

\[
\min_{\alpha} \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j K(\mathbf{x}_i, \mathbf{x}_j),
\]

subject to

\[
0 \leq \alpha_i \leq \frac{1}{\nu n}, \quad \sum_{i=1}^{n} \alpha_i = 1.
\]

The value of \( \rho \) can be obtained as

\[
\rho = (\langle \mathbf{w}, \phi(\mathbf{x}_j) \rangle) = \sum_{i=1}^{n} \alpha_i K(\mathbf{x}_i, \mathbf{x}_j).
\]

After substituting the obtained solution into the expression for the decision function \( f \), we get

\[
f(\mathbf{x}, \mathbf{w}) = \text{sgn} \left( \sum_{i=1}^{n} \alpha_i K(\mathbf{x}_i, \mathbf{x}) - \rho \right).
\]
3 A robust model and sets of probability distributions

Robust models have been exploited in classification problems due to the opportunity to avoid some strong assumptions underlying the standard classification models. There are several different definitions of robustness in literature. An exhaustive laconic review of robust models in machine learning was given by Xu et al. (2009). As pointed out by Xu et al. (2009), the use of robust optimization in classification is not new. There are a lot of published results providing various robust classification and regression models (see, for instance, Bouveyron and Girard (2009); Cerioli et al. (2006); Ghaoui et al. (2003); Lanckriet et al. (2002, 2003); Provost and Fawcett (2001); Trafalis and Gilbert (2007); Xu et al. (2006)) in which box-type uncertainty sets are considered.

One of the interpretations of robustness stems from perturbations of the training data. In some cases, the training data and the testing data are sampled from different processes, they may be corrupted, they may be obtained by means of unsatisfactory equipment, etc. In order to take into account these factors, many popular robust classification models are based on the assumption that inputs are subject to an additive noise, i.e., \( x^*_i = x_i + \Delta x_i \), where noise \( \Delta x_i \) is governed by a certain distribution. The simplest way for dealing with noise is to consider a simple bounded uncertainty model \( \| \Delta x_i \| \leq \delta_i \) with uniform priors. According to this model, the data is uncertain, specifically, for every \( i \), the \( i \)-th “true” data point is only known to belong to the interior of an Euclidian ball of radius \( \delta_i \) centered at the “nominal” data point \( x_i \). This model has a very clear intuitive geometric interpretation (Ben-Tal et al. (2009)). The maximally robust classifier in this case is the one that maximizes the radius of balls, i.e., it corresponds to the largest radius such that the corresponding balls around each data point are still perfectly separated. The choice of the maximally robust classifier is explained by the pessimistic strategy in decision making. Applying the above ideas to the SVM with the hinge loss function provides the following optimization problem (see, for instance, a similar problem for binary classification problem Bi and Zhang (2004)):

\[
\min_{w, \xi, \rho, \Delta x_i} \frac{1}{2} \| w \|^2 + \frac{1}{\nu n} \sum_{i=1}^{n} \xi_i,
\]

subject to

\[
\langle w, \phi(x_i + \Delta x_i) \rangle \geq \rho - \xi_i, \quad \xi_i \geq 0,
\]

\[
\| \Delta x_i \|^2 \leq \delta_i, \quad i = 1, \ldots, n.
\]

It is often assumed that each point can move around within a box (\( \| \Delta x_i \| \leq \delta_i \)). In this case, we have linear constraints.

Another interpretation of robustness stems from the literature on robust statistics (Huber (1981)), which studies how an estimator or algorithm behaves under a small perturbation of the statistics model. There are many reasons for the perturbation of the statistical model. One of the main reasons is a small amount of learning data. Therefore, another class of robust models is based on relaxing strong
assumptions about a probability distribution of data points (see, for instance, Lanckriet et al. (2002)). We propose a model which can be partially regarded as a special case of these models and is based on using the framework of \( \varepsilon \)-contaminated (robust) models (Huber (1981)). They are constructed by eliciting a Bayesian prior distribution \( p = (p_1, ..., p_n) \) as an estimate of the true prior distribution. The \( \varepsilon \)-contaminated model is a class of probabilities which for fixed \( \varepsilon \in (0, 1) \) and \( p_i \) is the set \( \mathcal{M}(\varepsilon) = \{(1 - \varepsilon)p_i + \varepsilon q_i\} \), where \( q_i \) is arbitrary and \( q_1 + ... + q_n = 1 \). The rate \( \varepsilon \) reflect the amount of uncertainty in \( p \) (Berger (1985)).

In other words, we take an arbitrary probability distribution \( q = (q_1, ..., q_n) \) from the unit simplex denoted by \( S(1,n) \). Of course, the assumption that \( q \) is restricted by the unit simplex \( S(1,n) \) is one of possible types of \( \varepsilon \)-contaminated models. Generally, there are a lot of different assumptions which produce specific robust models.

The most methods for solving classification problems are based on minimizing the expected risk (Vapnik (1998)) and they differ mainly by loss functions. The expected risk can be written as follows:

\[
R(w, \rho) = \int_{\mathbb{R}^n} L(w, \phi(x))dF_0(x).
\]

Here the loss function \( L(w, \phi(x)) \) can be represented as

\[
L(w, \phi(x)) = \max \{0, \rho - \langle w, \phi(x) \rangle\} - \rho \nu
\]

\[
= L^*(w, \phi(x)) - \rho \nu.
\]

The standard SVM technique is to assume that \( F_0 \) is empirical (non-parametric) probability distribution whose use leads to the empirical expected risk

\[
R_{\text{emp}}(w, \rho) = \frac{1}{n} \sum_{i=1}^{n} L^*(w, \phi(x_i)) - \rho \nu. \tag{4}
\]

The assumption of the empirical probability distribution means that every point \( x_i \) has the probability \( p_i = 1/n \). This is a too strong assumption when the number of points is not large. Its validity might give rise to doubt in this case. Therefore, in order to relax the strong condition for probabilities of points, we apply the aforementioned \( \varepsilon \)-contaminated model. According to the model, we replace the probability distribution \( p = (1/n, ..., 1/n) \) accepted in the empirical expected risk by the set of probability distributions \( \mathcal{M}(\varepsilon) = \{(1 - \varepsilon)n^{-1} + \varepsilon q_i\} \). In other words, there is an unknown precise “true” probability distribution in \( \mathcal{M}(\varepsilon) \), but we do not know it and only know that it belongs to the set \( \mathcal{M}(\varepsilon) \). If we have assumed in some robust models (Ben-Tal et al. (2009)) that each point can move around within an Euclidean ball, then the proposed robust model assumes that the probability \( 1/n \) of each point (but not a data point itself) can move around within a unit simplex under some restrictions. This is the main idea for constructing the robust novel detection models below.

One of the possible ways for dealing with the set \( \mathcal{M}(\varepsilon) \) of probability distributions produced by the above constraints is to use the minimax (pessimistic) strategy. According to the minimax strategy, we select a probability distribution from the set \( \mathcal{M}(\varepsilon) \) such that the expected risk \( R(w, \rho) \) achieves its maximum for
every fixed $w$. It should be noted that the “optimal” probability distributions may be different for different values of parameters $w$. The minimax strategy can be explained in a simple way. We do not know a precise probability distribution and every distribution from $M(\varepsilon)$ can be selected. Therefore, we should take the “worst” distribution providing the largest value of the expected risk. The minimax criterion can be interpreted as an insurance against the worst case because it aims at minimizing the expected loss in the least favorable case (Robert (1994)). This criterion of decision making can be regarded as the well-known $\Gamma$-minimax (Berger (1985); Gilboa and Schmeidler (1989); Troffaes (2007)).

Let $h = (h_1, \ldots, h_n)$ be a probability distribution which belongs to the set $M(\varepsilon)$. The maximum value of the expected risk $R(w, \rho)$ is

$$R(w, \rho) = \max_{h \in M(\varepsilon)} R(w, \rho).$$

The minimax expected risk with respect to the minimax strategy is now of the form:

$$\bar{R}(w_{\text{opt}}, \rho_{\text{opt}}) = \min_{w, \rho} R(w, \rho) = \min_{w, \rho} \max_{h \in M(\varepsilon)} R(w, \rho).$$

The upper bound for the expected risk can be found as a solution to the following programming problem:

$$\bar{R}(w, \rho) = \max_{h \in M(\varepsilon)} \sum_{i=1}^{n} h_i L^*(w, \phi(x_i)) - \rho \nu$$

$$= \max_{h \in M(\varepsilon)} \left( (1 - \varepsilon)n^{-1} + \varepsilon q_i \right) L^*(w, \phi(x_i)) - \rho \nu$$

$$= (1 - \varepsilon) R_{\text{emp}}(w, \rho) + \varepsilon \max_q \sum_{i=1}^{n} q_i L^*(w, \phi(x_i)) - \rho \nu,$$

subject to

$$0 \leq q_i \leq 1, \quad q_1 + \ldots + q_n = 1. \quad (5)$$

The obtained optimization problem is linear with optimization variables $q_1, \ldots, q_n$, but the objective function depends on $w$. Therefore, it can not be directly solved by well-known methods. In order to overcome this difficulty, note, however, that all points $q$ belong to the simplex $S(1, n)$ in a finite dimensional space. According to some general results from linear programming theory, an optimal solution to the above problem is achieved at extreme points of the simplex, and the number of its extreme points is $n$. Extreme points of the simplex $S(1, n)$ are of the form:

$$(1, 0, \ldots, 0), \ (0, 1, \ldots, 0), \ldots, \ (0, 0, \ldots, 1).$$

This implies that there holds

$$\bar{R}(w, \rho) = (1 - \varepsilon)n^{-1} \sum_{i=1}^{n} L^*(w, \phi(x_i)) + \varepsilon \cdot \max_{i=1, \ldots, n} L^*(w, \phi(x_i)) - \rho \nu. \quad (6)$$

The next task is to minimize the upper expected risk $\bar{R}(w, \rho)$ over the parameters $w$ and $\rho$. This task will be solved in the framework of the SVM.
The detailed descriptions of approaches for deriving the SVM can be found in works (Cherkassky and Mulier (2007); Scholkopf and Smola (2002); Smola and Scholkopf (2004); Vapnik (1998)). We consider only some features of general approaches, which are specific for the robust model.

First, we add the standard Tikhonov regularization term $\frac{1}{2} \langle w, w \rangle$ (this is the most popular penalty or smoothness term) (Tikhonov and Arsenin (1977)) to the objective function (6). The smoothness (Tikhonov) term can be regarded as a constraint which enforces uniqueness by penalizing functions with wild oscillation and effectively restricting the space of admissible solutions (we refer to Evgeniou et al. (2002) for a detailed analysis of regularization methods). Moreover, we introduce the following optimization variables:

$$\xi_i = \max \{0, \rho - \langle w, \phi(x_i) \rangle\}, \quad G = \max_{i=1,\ldots,n} \xi_i.$$  

This leads to the quadratic programming problem

$$\bar{R}(w_{opt}, \rho_{opt}) = \min_{w, \rho, G, \xi} \left( \frac{1}{2} \langle w, w \rangle + (1 - \varepsilon)n^{-1} \sum_{i=1}^{n} \xi_i + \varepsilon G - \rho \nu \right),$$

subject to

$$\xi_i \geq \rho - \langle w, \phi(x_i) \rangle, \quad \xi_i \geq 0, \quad i = 1, \ldots, n,$$

$$G \geq \xi_i, \quad i = 1, \ldots, n.$$

One can see from the above optimization problem that it differs from the standard SVM (1)-(3). The objective function is added by the term $\varepsilon G$, and there are additional constraints $G \geq \xi_i$ which restrict the set of values of the optimization variable $G$. These marginal changes, nevertheless, lead to quite different results.

Instead of minimizing the primary objective function (7), a dual objective function, the so-called Lagrangian, can be formed of which the saddle point is the optimum. The Lagrangian is

$$L(w, \xi, \rho, \lambda, \eta, \varphi, G) = \frac{1}{2} \langle w, w \rangle + (1 - \varepsilon)n^{-1} \sum_{i=1}^{n} \xi_i + \varepsilon G - \rho \nu$$

$$- \sum_{i=1}^{n} \lambda_i \xi_i - \sum_{i=1}^{n} \varphi_i (\xi_i - \rho + \langle w, \phi(x_i) \rangle)$$

$$- \sum_{i=1}^{n} \eta_i (G - \xi_i).$$
Here $\lambda_i, \eta_i, \phi_i, i = 1, \ldots, n,$ are Lagrange multipliers. Hence, the dual variables have to satisfy positivity constraints $\eta_i \geq 0, \phi_i \geq 0, \lambda_i \geq 0$ for all $i = 1, \ldots, n.$ The saddle point can be found by setting the derivatives equal to zero

$$
\frac{\partial L}{\partial \rho} = -v + \sum_{i=1}^{n} \phi_i = 0, \quad (8)
$$

$$
\frac{\partial L}{\partial G} = \varepsilon - \sum_{i=1}^{n} \eta_i = 0, \quad (9)
$$

$$
\frac{\partial L}{\partial \xi_i} = (1 - \varepsilon)n^{-1} - \lambda_i - \phi_i + \eta_i = 0, \quad (10)
$$

$$
\frac{\partial L}{\partial w_j} = w_j - \sum_{i=1}^{n} \phi_i \phi(x_i^{(i)}) = 0, \quad j = 1, \ldots, m. \quad (11)
$$

Using (8)-(10), we simplify the objective function as

$$
L(\eta, \phi) = \frac{1}{2} \langle w, w \rangle - \sum_{i=1}^{n} \phi_i \cdot \langle w, \phi(x_i) \rangle.
$$

Finally, substituting $w_j$ from (11), we get the following dual optimization problem

$$
L(\eta, \phi) = -\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \phi_i \phi_j K(x_i, x_j), \quad (12)
$$

subject to

$$
0 \leq \phi_i \leq (1 - \varepsilon)n^{-1} + \eta_i, \quad i = 1, \ldots, n, \quad (13)
$$

$$
\sum_{i=1}^{n} \phi_i = \nu, \quad \sum_{i=1}^{n} \eta_i = \varepsilon, \quad \eta_i \geq 0, \quad i = 1, \ldots, n. \quad (14)
$$

It is very interesting to note that the objective function does not differ from the objective function obtained in the standard SVM for novel detection with the empirical probability distribution, i.e., by exploiting the empirical expected risk. However, the main difference is in the constraints.

The function $f(x)$ can be rewritten in terms of Lagrange multipliers as

$$
f(x, w) = \sum_{i=1}^{n} \phi_i K(x_i, x) - \rho.
$$

Hence, we find the optimal value of $\rho$ by taking $f(x, w) = 0$, i.e., there holds

$$
\rho = \sum_{i=1}^{n} \phi_i K(x_i, x_j).
$$
Let us consider how the above problem can be modified in the “precise” case when we have a single precise nonparametric probability distribution. In this case, we write $\varepsilon = 0$. Hence, $\eta_i = 0$ and the constraints for $\varphi_i$ become

$$0 \leq \varphi_i \leq \frac{1}{n}, \quad \sum_{i=1}^{n} \varphi_i = \nu.$$ 

This indeed gives the standard SVM. So, we get the SVM approach under the minimax strategy taking into account the introduced upper bounds.

In case of complete ignorance, we can write $\varepsilon = 1$. This implies that a single data point $x_i$ with the largest loss function $L(w, \phi(x_i))$ defines the decision function $f$.

Let us write the Karush-Kuhn-Tucker complementarity conditions

$$\varphi_i (\xi_i - \rho + \langle w, \phi(x_i) \rangle) = 0,$$
$$\eta_i (G - \xi_i) = 0.$$ 

It follows from the second condition that $G = \xi_i$ for a single value of $i = k$ such that $k = \arg \max_{i=1,...,n} \xi_i$. Here we assume that $\xi_1, ..., \xi_n$ do not coincide. Therefore, $\eta_i = 0$ for all $i \neq k$. Returning to the constraints (13)-(14), we get $\eta_k = \varepsilon$ and

$$0 \leq \varphi_i \leq (1 - \varepsilon) n^{-1}, \quad i = 1, ..., n, \quad i \neq k,$$
$$0 \leq \varphi_i \leq (1 - \varepsilon) n^{-1} + \varepsilon, \quad i = k.$$ 

It follows from the above constraints that the optimization problem (12)-(14) can be decomposed into $n$ problems

$$L_k(\varphi) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \varphi_i \varphi_j K(x_i, x_j),$$

subject to

$$0 \leq \varphi_i \leq (1 - \varepsilon) n^{-1} + \varepsilon \cdot 1_k(i), \quad i = 1, ..., n, \sum_{i=1}^{n} \varphi_i = \nu.$$ 

Here $1_k(i)$ is the indicator function taking the value 1 if $i = k$. The optimal values of $\varphi_i, i = 1, ..., n,$ correspond to the smallest value of objective function $L_k, k = 1, ..., n$.

It should be noted that the optimization problem (12)-(14) has $2n$ variables and $3n + 2$ constraints. As a result, it may be hard to solve it especially when there are many observations. Therefore, the above decomposition is an important result because we get $n$ simple optimization problems having $n$ variables and $2n + 1$ constraints.
The minimin strategy can be regarded as a direct opposite to the minimax strategy. According to the minimin strategy, the expected risk $R$ is minimized over all probability distributions from the set $\mathcal{M}(\varepsilon)$ as well as over all values of parameters $w, \rho$. The strategy can be called optimistic because it selects the “best” probability distribution from the set $\mathcal{M}(\varepsilon)$.

Similarly to the minimax strategy, we can write

$$R(w, \rho) = \min_{h \in \mathcal{M}(\varepsilon)} R(w, \rho).$$

The lower bound for the expected risk can be found as a solution to the following programming problem (see the quite similar derivation for the minimax strategy):

$$R(w, \rho) = (1 - \varepsilon)R_{\text{emp}}(w, \rho) + \varepsilon \cdot \min_q \sum_{i=1}^n q_i L^*(w, \phi(x_i)) - \rho \nu,$$

subject to (5).

Hence, there holds

$$R(w, \rho) = \min_{k=1, \ldots, n} \left\{ (1 - \varepsilon)n^{-1} \sum_{i=1}^n L^*(w, \phi(x_i)) + \varepsilon \cdot L^*(w, \phi(x_k)) - \rho \nu \right\}.$$

The next task is to minimize the lower expected risk $\overline{R}(w, \rho)$ over the parameters $w$ and $\rho$. In order to solve this task, we have to solve $n$ quadratic optimization problems of the form:

$$R_k(w_{\text{opt}}, \rho_{\text{opt}}) = \min_{w, \rho, G, \xi} \left( \frac{1}{2} \langle w, w \rangle + (1 - \varepsilon)n^{-1} \sum_{i=1}^n \xi_i + \varepsilon \xi_k - \rho \nu \right),$$

subject to

$$\xi_i \geq \rho - \langle w, \phi(x) \rangle, \quad \xi_i \geq 0, \quad i = 1, \ldots, n.$$

The Lagrangian is

$$L_k(w, \xi, \lambda, \varphi) = \frac{1}{2} \langle w, w \rangle + (1 - \varepsilon)n^{-1} \sum_{i=1}^n \xi_i + \varepsilon \xi_k - \rho \nu - \sum_{i=1}^n \lambda_i \xi_i - \sum_{i=1}^n \varphi_i \xi_i (\xi_i - \rho + \langle w, \phi(x) \rangle).$$

Here $\lambda_i, \varphi_i, \ i = 1, \ldots, n$, are Lagrange multipliers. The following dual optimization problem can be derived from the Lagrangian

$$L_k(\varphi) = -\frac{1}{2} \sum_{i=1}^n \sum_{j=1}^n \varphi_i \varphi_j K(x_i, x_j)$$
subject to

\[ 0 \leq \varphi_i \leq (1 - \varepsilon)n^{-1}, \quad i = 1, \ldots, n, \quad i \neq k, \]

\[ 0 \leq \varphi_k \leq (1 - \varepsilon)n^{-1} + \varepsilon, \quad \sum_{i=1}^n \varphi_i = \nu. \]

The optimal values of \( \varphi_i, \ i = 1, \ldots, n, \) correspond to the largest value of the objective function \( L_k, k = 1, \ldots, n. \)

6 Experiments

We illustrate the method proposed in this paper via several examples, all computations have been performed using the statistical software R. We investigate the performance of the proposed method and compare it with the standard SVM approach by considering the accuracy (ACC), which is the proportion of correctly classified cases on a sample of data and is often used to quantify the predictive performance of classification methods. ACC is an estimate of a classifier’s probability of a correct response, and it is an important statistical measures of the performance a one-class classification test. In novelty detection, ACC is the sum of two accuracy measures: the normal accuracy rate which measures how well the algorithm recognizes new examples of the known examples, and the novelty accuracy rate which does the same for examples of an unknown novel example. ACC can formally be written as

\[ ACC = \frac{1}{N} \sum_{i=1}^N \left( I(y_i \cdot f(x_i, w) \geq 0) \right), \]

where \( y_i \) is the label of the \( i \)-th test example \( x_i \).

We will denote the accuracy measure for the proposed minimax strategy as \( ACC_{mx} \), for the proposed minimin strategy as \( ACC_{mn} \) and for the standard SVM as \( ACC_{st} \).

All the experiments use a standard Gaussian radial basis function (GRBF) kernel with the kernel parameter \( \sigma \). Different values for the parameter \( \sigma \) have been tested, choosing those leading to the best results.

We first consider the performance of our method for a small example with synthetic data having two features \( x_1 \) and \( x_2 \). The training set consisting of two subsets is generated in accordance with the normal probability distributions such that \( N_1 = (1 - \varepsilon_0)N \) examples (the first subset) are generated with mean values \( \mathbf{m}_1 = (4, 4) \) and \( N_2 = \varepsilon_0 N \) examples (the second subset) have mean values \( \mathbf{m}_2 = (12, 12) \). The standard deviation is \( s = 2 \) for both subsets and both features. Here \( \varepsilon_0 \) is a portion of abnormal examples in training set. The kernel parameter \( \sigma \) is 0.01. The parameters \( \nu \) and \( \varepsilon_0 \) are 0.2.

Fig. 1 illustrates how the contours \( f(x, w) = 0 \) depend on the robust parameter \( \varepsilon \) for three models corresponding to the minimax strategy (thick curve), to the minimin strategy (thin curve) and to the standard SVM (dashed curve). The
Figure 1  The contours $f(x,w) = 0$ by different robust parameters $\varepsilon$
Figure 2 The contours $f(x, w) = 0$ by different kernel parameters $\sigma$.

Parameter $\varepsilon$ takes values 0.1 (a), 0.2 (b), 0.3 (c), 0.4 (d), 0.7 (e), 0.8 (f), 0.9 (g), 0.99 (h). One can see from the pictures that the region bounded by the minimax contour increases with $\varepsilon$. The reason of this peculiarity is that the minimax strategy assigns the largest weight $(1 - \varepsilon)/n + \varepsilon$ to a single “bad” point and identical weights $(1 - \varepsilon)/n$ to other $n - 1$ points. It is obvious that the “bad” point lies in a large distance from the origin in the feature space $G$ in order to maximize the expected risk. When the parameter $\varepsilon$ increases, the weight of the “bad” points increases and weights of other points become to be rather small. Hence, the minimax contour tends to cover this “bad” point from the subset of abnormal examples by large values of $\varepsilon$. On the contrary, the region bounded by the minimin contour decreases with $\varepsilon$ because the minimin strategy assigns the largest weight $(1 - \varepsilon)/n + \varepsilon$ to a single “good” point which lies very close to the origin. When the parameter $\varepsilon$ increases, the minimin contour tends to cover only this point. Since we want $\rho$ to be as large as possible, the the contour converges to the “good” point.

Let us investigate how the models analyzed depend on the kernel parameter $\sigma$. The parameter $\sigma$ takes values 0.008 (a), 0.01 (b), 0.08 (c), 0.1 (d). This dependence can be observed in Fig. 2, where every picture corresponds to a value of $\sigma$. It is interesting to note that all novelty detection models transform to the cluster models by $\sigma = 0.08$ and $\sigma = 0.1$. These parameters lead to “overfitting” when we deal with novelty detection because abnormal examples are recognized as a separate cluster.
Fig. 3 shows how the accuracy measures for all proposed models depend on the kernel parameter $\sigma$. One can see from the picture that there is a region of $\sigma$ ($\ln \sigma < -5$), where the minimax model provides better accuracy in comparison with other models. At the same time, we observe the advantage of the minimin and standard models by $\ln \sigma > -5$. Other parameters for the experiment are $n = 30$, $\varepsilon = 0.2$, $s = 2$, $m_1 = (4, 4)$, $m_2 = (12, 12)$, $\nu = 0.2$, $\varepsilon_0 = 0.2$.

Taking the same parameters and fixing $\sigma = 0.004$, we investigate how accuracy measures depend on the robust parameter $\varepsilon$. The corresponding curves are depicted in Fig. 4.

If we increase the distance between the region where the data mainly lie and the abnormal data by taking $m_1 = (4, 4)$, $m_2 = (20, 20)$ with parameters $n = 30$, $\varepsilon = 0.2$, $\sigma = 0.009$, $s = 2$, $\varepsilon_0 = 0.2$, then it is interesting to consider how accuracy measures of models depend on the parameter $\nu$. The corresponding curves are shown in Fig. 5. One can see from Fig. 5 that the minimax strategy provides better results by large values of the parameter $\nu$. This fact can be explained as follows. The increased parameter $\nu$ leads to a larger number of examples which can be viewed as abnormal. This implies that some “normal” points are viewed as abnormal and the corresponding contours converge in this case. However, the
minimax strategy assigns the largest weight to a point which lies in a large distance from the origin. This feature compensates the influence of \( v \).

As a further example we applied all analyzed models to the well-known “Iris” data set from the UCI Machine Learning Repository (Frank and Asuncion (2010)). The data set contains 3 classes (Iris Setosa, Iris Versicolour, Iris Virginica) of 50 instances each. The number of features is 4 (sepal length in cm, sepal width in cm, petal length in cm, petal width in cm). We suppose that data from the Iris Setosa class are abnormal. The number of training data \( n \) is 30. For the experiment, we randomly select \( n \) points such that \((1 - \varepsilon_0)n \) points are taken from the set of positively labelled examples and \( \varepsilon_0n \) points are from negatively labelled examples. Here \( \varepsilon_0 = 50/150 \simeq 0.333 \). The parameters for modelling are \( v = 0.333, \sigma = 0.001 \).

Fig. 6 illustrates how accuracy measures depend on the robust parameter \( \varepsilon \). One can see that the optimal values of the parameter are in the interval from 0.3 to 0.4 where the accuracy measure has the largest value. This says about correspondence or closeness of the optimal values of \( \varepsilon \) and the parameter \( \varepsilon_0 \).

We also investigate how the accuracy measures depend on the amount \( n \) of training data. In particular, if we take \( n = 50 \), then \( ACC_{\text{mx}} = 0.947, ACC_{\text{mn}} = \)
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0.707, \( ACC_{st} = 0.773 \). If we take \( n = 80 \), then \( ACC_{mx} = 0.833 \), \( ACC_{mn} = 0.62 \), \( ACC_{st} = 0.713 \). It follows from the above experiments that there is some optimal number of training examples providing the largest accuracy measures.

As a further example we consider the “Pima Indian Diabetes” data set, also from the UCI Machine Learning Repository. The Pima data set has eight features \( (m = 8) \), with 768 training instances (examples) of which 500 are labeled as positive. We view 268 positive examples as abnormal observations. Then it is supposed that \( \varepsilon_0 = 268/768 = 0.35 \). For the experiment, we randomly select \( n \) points such that \((1 - \varepsilon_0)n\) points are taken from the set of positively labeled examples and \(\varepsilon_0 n\) points are from negatively labeled examples. If we take \( n = 50 \), then \( ACC_{mx} = 0.683 \), \( ACC_{mn} = 0.656 \), \( ACC_{st} = 0.66 \). If we take \( n = 100 \), then \( ACC_{mx} = 0.684 \), \( ACC_{mn} = 0.677 \), \( ACC_{st} = 0.667 \). It can be seen from the results, that the minimax strategy provides better results in comparison with the minimin and the standard models. However, this is an incidental advantage. It is difficult to select abnormal data in the “Pima Indian Diabetes” data set due to its structure.

7 Conclusion

In this paper, a robust novelty detection model has been proposed, which is based on the \( \varepsilon \)-contaminated model. The simplicity of the model follows from the finite number of extreme points of the set of probability distributions produced by the robust \( \varepsilon \)-contaminated model and their simple determination. Both the minimax and minimin strategies have a clear explanation and justification in the framework of decision theory. It should be noted that the algorithm for computing the optimal parameters of the novelty detection model is reduced to a finite number of standard SVM tasks with weighted data points (Bicego and Figueiredo (2009); Yang et al. (2007)), where the weights are assigned in accordance with a predefined rule. In contrast to the weighted models, the weights of data points are probabilities of the points assigned in a specific way which is determined by an underlying imprecise probabilistic model. Moreover, the proposed robust model deals with a set of weighted SVM tasks such that every task has different weights defined by the extreme points of the probability set.

Experimental results with synthetic and some real data reported have shown that the proposed robust novelty detection model outperforms the standard approach proposed by Scholkopf et al. (2000, 2001) for certain initial parameters.

One of the important advantages of the minimax strategy is that it allows us to process small training sets. Indeed, when we have a large amount of data for training and normal observations are concentrated, the standard approach (Tax and Duin (1999, 2004)) properly works. However, it is difficult to select abnormal observations when the training set is small because these observations have the same probabilities and are viewed as normal ones. The minimax strategy assigns the largest probabilities (weights) to points which are outlying in order to separate the concentrated and outlying points. Even if we have a small training set, then we artificially separate the data points by assigning different probabilities to these points.

Another advantage of the proposed model is that it reflects the possible violation of strong assumptions about uniformity of the probability mass function.
accepted in the standard approach during testing. This violation is taken into account by the second distribution $q$ in the $\varepsilon$-contaminated model.

An important direction for future work is to apply the $\varepsilon$-contaminated model to the novelty detection model proposed by Tax and Duin (1999, 2004), to the model proposed by Campbell and Bennett (2001), which uses linear programming techniques. Another interesting direction for further research is to investigate the “double” robust model where we combine two robust approaches: the first approach is when each data point is only known to belong to the interior of an Euclidian ball; the second approach is the $\varepsilon$-contaminated model for empirical probabilities.

It should be noted that two “extreme” strategies (minimax and minimin) have been considered. However, it is interesting to analyze the so-called cautious decision making which is a linear combination of the minimax and minimin strategies and can be regarded as some intermediate strategy with a caution parameter. A method for cautious decision making under some assumptions concerning imprecise information about states of nature was proposed by Utkin and Augustin (2005). The use of ideas underlying the method can help to construct new efficient novelty detection models.

Finally, it is also worth noticing that the proposed model can easily be extended on the case of binary or multi-class classification.
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