Interval assessments in structural reliability using the imprecise Dirichlet model
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A new approach to structural reliability analysis under incomplete information about the stress and strength in the form of intervals provided by experts or obtained as a result of imprecise measurements is proposed in the paper. The approach takes into account the possible fact that the number of judgments or observations may be rather small. It is shown that interval-valued information about the stress and strength can be modelled by means of a set of Walley’s imprecise Dirichlet models. Very simple expressions for computing bounds for the structural reliability and unreliability are obtained in the paper under conditions of independence and lack of knowledge about independence of the stress and strength. Numerical examples illustrate some advantages of the proposed approach.
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1. Introduction

A probabilistic model of structural reliability and safety has been introduced by Freudenthal [1]. Following his work, a number of studies have been carried out to compute the probability of failure under different assumptions about initial information. Briefly the problem of structural reliability can be stated as follows [2]. Let \( Y \) represent a random variable describing the strength of a system and let \( X \) represent a random variable describing the stress or load placed on the system. By assuming that \( X \) and \( Y \) are defined on \( \Omega = [x_{\text{min}}, x_{\text{max}}] \) and \( \Theta = [y_{\text{min}}, y_{\text{max}}] \), respectively, system failure occurs when the stress on the system exceeds the strength of the system: \( \Phi = \{ (x \in \Omega, y \in \Theta) : x \geq y \} \). Here \( \Phi \) is a region where the combination of system parameters leads to an unacceptable or unsafe system response. Then the reliability of the system is determined as \( R = \Pr \{ X \leq Y \} \), and the unreliability is determined as \( U = \Pr \{ X > Y \} = 1 - R \).

Uncertainty of parameters in engineering design was successfully modelled by means of interval analysis [3,4]. Several authors [5–8] used the fuzzy set and possibility theories [9] to cope with a lack of complete statistical information about the stress and strength. The main idea of their approaches is to consider the stress and strength as fuzzy variables [10] or fuzzy random variables [11]. Authors argued that the assessment of structural parameters is both objective and subjective in character and the best way for describing the subjective component is fuzzy sets. The approach based on using the fuzzy random variables leads to uncertain probability densities and probability distributions, uncertain limit state functions and, as a result of reliability analysis, to fuzzy values for the failure probability and the reliability index. Another approach to structural reliability analysis based on using the random set and evidence theories [12] has been proposed in [13–15]. Several structural problems solved by
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means of random set theory have been considered in [16–18]. The random set theory provides us with an appropriate mathematical model of uncertainty when the information about the stress and strength is not complete or when the result of each observation is not point-valued but set-valued, so that it is not possible to assume existence of a unique probability measure.

A more general approach to the structural reliability analysis was proposed in [19–21]. This approach allows us to utilize a wider class of partial information about structural parameters, which includes possible data about probabilities of arbitrary events, expectations of the random stress and strength and their functions. Comparative judgements, for example, the mean value of the stress is less than the mean value of the strength, information about independence or a lack of knowledge about independence of the random stress and strength can be also incorporated in a framework of this approach. At the same time, this approach allows us to avoid additional assumptions about probability distributions of the random parameters because the identification of precise probability distributions requires more information than what experts or deficient statistical data are able to supply. Some extension of the approach was considered in [22]. The main idea proposed in [20,21] is to use imprecise probability theory (also called the theory of lower previsions [23], the theory of interval statistical models [24], the theory of interval probabilities [25]), whose general framework is provided by upper and lower previsions (expectations). They can model a very wide variety of kinds of uncertainty, partial information, and ignorance. In other words, the available information about the stress and strength is represented as a set of lower and upper previsions. At the same time, this approach requires to have judgements about probabilistic characteristics of the strength and stress, for example, probabilities, expectations, moments. Unfortunately, we do not have such characteristics in many cases and have only judgements or measurements (observations) of values of the stress and strength themselves. Therefore, the first question is how to utilize the available information and to compute the structural reliability. An answer to this question can be partially found in [16]. The second question is what to do if the number of judgments or measurements is very small.

Therefore, the main aim of the paper is to develop an approach for computing the structural reliability based on expert judgments or interval measurements taking into account the fact that the number of judgments or observations may be rather small. This approach is based on using the imprecise Dirichlet model [26]. It is shown in the paper that interval-valued information about the stress and strength can be modelled by means of a set of the imprecise Dirichlet models. This is very interesting and important fact which allows us to use all advantages of the imprecise Dirichlet models in reliability analysis.

The paper is organized as follows. A set of multinomial models produced by interval-valued information about the stress and strength is considered in Section 2. Basic definitions, virtues and shortcomings of Dirichlet distributions and Walley’s imprecise model are described in Section 3. Rather simple expressions for lower and upper probabilities of arbitrary events computed with using sets of Walley’s imprecise models are obtained in Section 4. In Section 5, results of Section 4 are applied to computing the structural reliability and unreliability under conditions of independence and lack of knowledge about independence. Important special cases such as reliability estimate of a deterministic structure and processing point-valued statistical data are investigated in Section 6. Numerical examples illustrating the different aspects of the proposed approach are given in Section 7.

2. Multinomial models produced by expert judgments and measurements

In this section, we are going to show how a set of expert interval-valued judgments or interval-valued measurements can be represented as a set of multinomial models.

Suppose that there are $a_1$ intervals $A_1, a_2$ intervals $A_2, ..., a_n$ intervals $A_n$ of the stress $X$ defined on $\Omega$ and $d_1$ intervals $D_1, d_2$ intervals $D_2, ..., d_m$ intervals $D_m$ of the strength $Y$ defined on $\Theta$. All
intervals are provided by experts or resulted from measurement. At that, \( A_i \subseteq \Omega \) and \( D_i \subseteq \Theta \). If all intervals are different, then \( a_1 = \ldots = a_n = 1 \) and \( d_1 = \ldots = d_m = 1 \). Denote \( N = \sum_{i=1}^{n} a_i \) and \( M = \sum_{i=1}^{m} d_i \). We assume for simplicity that \( \Theta = \Omega \).

Let \( \{i\} = \{(i_1, \ldots, i_n, i_{n+1})\} \) be a set of all binary vectors consisting of \( n+1 \) components such that \( i_j \in \{0, 1\} \). For every vector \( i \), we define the interval \( B_k \) \((k = 1, \ldots, 2^{n-1})\) of the stress as follows:

\[
B_k = \left( \bigcap_{j: i_j = 1} A_j \right) \bigcap \left( \bigcap_{j: i_j = 0} A_j^c \right), \quad i \in \{i\}.
\]

Here \( A_{n+1} = \Omega \). As a result, we divide the set \( \Omega \) into a set of non-intersecting intervals \( B_k \) such that \( B_1 \cup \ldots \cup B_{2^{n-1}} = \Omega \). Moreover, every interval \( A_i \) can be represented as the union of a finite number, \( l_i \), of intervals \( B_k \). The same can be said about intervals of the strength.

For example, suppose that experts supply 1 interval \( A_1 \) = [6, 14], 2 intervals \( A_2 \) = [4, 9], and 1 interval \( A_3 \) = [2, 11] of the stress \( X \) defined on \( \Omega = [0, 100] \). Here \( n = 3 \), \( a_1 = 1 \), \( a_2 = 2 \), \( a_3 = 1 \). Intervals \( B_k \) are of the form:

\[
B_2 = [2, 4], \quad B_3 = [4, 6], \quad B_4 = [6, 9], \quad B_5 = [9, 11], \quad B_6 = [11, 14], \quad \text{and} \quad B_1 \cup B_7 = [0, 2] \cup [14, 100].
\]

All points inside the interval \( B_k \) are equivalent, that is, we can not assign different probabilities to these points. Therefore, the continues sample space \( \Omega \) (or \( \Theta \)) is reduced to a discrete sample space \( \Omega^* \) (or \( \Theta^* \)) with \( L \) elements.

Associate the interval \( A_i \) with an oblong box of size \( l_i \) with one open side and the set \( \Omega \) with \( L \) small empty boxes \( B_{1}, \ldots, B_{L} \) of size 1. The \( i \)-th oblong box contains \( a_i \) balls which can move inside the box and we do not know location of balls in the \( i \)-th box because its open side is behind. Then we cover small boxes by the \( i \)-th oblong box and \( a_i \) balls enter in \( l_i \) small boxes with numbers from a set \( J_i \). We do not know exact location of balls, but we know that they are in boxes with numbers from \( J_i \). The same procedure is repeated \( n \) times. What can we say about possible numbers of balls in the small boxes now? It is obvious that there exist different combinations of numbers of balls except the case when \( l_i = 1 \) for all \( i = 1, \ldots, n \), i.e., all sets \( A_i \) consist of one element of the reduced sample space \( \Omega^* \).

Suppose that the number of the possible combinations is \( K \). Denote the \( k \)-th possible vector of balls by \( n^{(k)} = (n_1^{(k)}, \ldots, n_L^{(k)}) \), \( k = 1, \ldots, K \). If to assume that the sets \( A_i \) occurred independently and a ball in the \( i \)-th small box has some unknown probability \( \pi_i \), then every combination of balls in small boxes produces the standard multinomial model. \( K \) possible combinations of balls produce \( K \) equivalent standard multinomial models. The models are equivalent in the sense that we can not choose one of them as a more preferable case.

Thus, the set of intervals \( \{A_1, \ldots, A_n\} \) produces a set of \( K \) multinomial models. For every model, the probability of an arbitrary event \( A \subseteq \Omega \) depends on \( n^{(k)} \), that is, we can find \( P(A|n^{(k)}) \). So far as all the models are equivalent, even by precise probabilities of all categories only lower and upper probabilities of \( A \) can be computed as follows:

\[
P(A) = \min_{k=1, \ldots, K} P(A|n^{(k)}),
\]

\[
\mathcal{P}(A) = \max_{k=1, \ldots, K} P(A|n^{(k)}).
\]

In particular, if all sets \( A_i \) consist of single elements, that is, all oblong boxes are of size 1, then \( K = 1 \) and

\[
P(A) = P(A|n^{(1)}), \quad \mathcal{P}(A) = P(A|n^{(1)}).
\]

The same can be said for the strength. The set of intervals \( \{D_1, \ldots, D_m\} \) produces a set of \( K^* \) multinomial models. For every model, the probability of an arbitrary event \( D \subseteq \Theta \) depends on vectors of balls \( m^{(k)} \) and lower and upper probabilities of \( D \) can be computed as follows:

\[
P(D) = \min_{k=1, \ldots, K^*} P(D|m^{(k)}),
\]

\[
\mathcal{P}(D) = \max_{k=1, \ldots, K^*} P(D|m^{(k)}).
\]

The following problem is to define \( P(A|n^{(k)}) \) and \( P(D|m^{(k)}) \). In the case of multinomial samples, the Dirichlet distribution is the traditional choice.
3. Walley’s imprecise Dirichlet model

The Dirichlet \((s, \alpha)\) prior distribution for \(\pi\), where \(\alpha = (\alpha_1, \ldots, \alpha_L)\), has probability density function \([27, 28]\)

\[
p(\pi) = C(s, \alpha) \cdot \prod_{j=1}^{L} \pi_j^{s\alpha_j - 1},
\]

where \(s > 0, 0 < \alpha_j < 1\) for \(j = 1, \ldots, L\), \(\alpha \in S(1, L)\), and the proportionality constant \(C\) is determined by the fact that the integral of \(p(\pi)\) over the simplex of possible values of \(\pi\) is 1 and

\[
C(s, \alpha) = \Gamma(s) \left( \prod_{j=1}^{L} \Gamma(s\alpha_j) \right)^{-1}.
\]

Here \(\alpha_i\) is the mean of \(\pi_i\) under the Dirichlet prior and \(s\) determines the influence of the prior distribution on posterior probabilities. \(\Gamma(\cdot)\) is the Gamma-function which satisfies \(\Gamma(x+1) = x\Gamma(x)\) and \(\Gamma(1) = 1\). \(S(1, L)\) denotes the interior of the unit simplex.

Walley [26] pointed out several reasons for using a set of Dirichlet distributions to model prior ignorance about probabilities \(\pi\):

1. Dirichlet prior distributions are mathematically tractable because they generate Dirichlet posterior distributions;

2. sets of Dirichlet distributions are very rich, because they produce the same inferences as their convex hulls and any prior distribution can be approximated by a finite mixture of Dirichlet distributions;

3. the most common Bayesian models for prior ignorance about probabilities \(\pi\) are Dirichlet distributions.

The imprecise Dirichlet model is defined by Walley [26] as the set of all Dirichlet \((s, \alpha)\) distributions such that \(\alpha \in S(1, L)\).

For the imprecise Dirichlet model, the hyperparameter \(s\) determines how quickly upper and lower probabilities of events converge as statistical data accumulate. Walley [26] defined \(s\) as a number of observations needed to reduce the imprecision (difference between upper and lower probabilities) to half its initial value. Smaller values of \(s\) produce faster convergence and stronger conclusions, whereas large values of \(s\) produce more cautious inferences. At the same time, the value of \(s\) must not depend on \(L\) or a number of observations. The detailed discussion concerning the parameter \(s\) and the imprecise Dirichlet model can be found in [29–32, 26]. The application of the model in reliability was studied in [31]. This model was also applied to the game theory for choosing a strategy in a two-player game by Quaeghebeur and de Cooman [33]. An approach to dealing with incomplete sets of multivariate categorical data by exploiting Walley’s imprecise Dirichlet model was studied by Zaffalon [34].

Let \(A\) be any non-trivial subset of a sample space \(\{\omega_1, \ldots, \omega_L\}\), and let \(n(A)\) denote the observed number of occurrences of \(A\) in the \(N\) trials, \(n(A) = \sum_{\omega_i \in A} n_j\). Then, according to [26], the predictive probability \(P(A, s)\) under the Dirichlet posterior distribution is

\[
P(A, s) = \frac{n(A) + s\alpha(A)}{N + s},
\]

where \(\alpha(A) = \sum_{\omega_i \in A} \alpha_j\).

By maximizing and minimizing \(\alpha_j\) under restriction \(\alpha \in S(1, L)\), we obtain the posterior upper and lower probabilities of \(A\):

\[
P(A, s) = \frac{n(A)}{N + s}, \quad \overline{P}(A, s) = \frac{n(A) + s}{N + s}.
\]

By returning to the multinomial models considered in the example with boxes and balls and assuming that probabilities of balls are governed by the Dirichlet distribution, we can write the lower \(P(A, s)\) and upper \(\overline{P}(A, s)\) probabilities of an event \(A\) covering small boxes \((B_i)\) with numbers from the set \(J\) as follows:

\[
P(A, s) = \min_{k=1, \ldots, K} \inf_{\alpha \in S(1, L)} \frac{n^{(k)}(A) + s\alpha(A)}{N + s},
\]

\[
\overline{P}(A, s) = \max_{k=1, \ldots, K} \sup_{\alpha \in S(1, L)} \frac{n^{(k)}(A) + s\alpha(A)}{N + s}.
\]
where
\[
\alpha(A) = \sum_{j \in J} \alpha_j, \quad n^{(k)}(A) = \sum_{j \in J} n_j^{(k)}, \quad N = \sum_{i=1}^n a_i.
\]

4. Computing lower and upper probabilities of events

The general expressions for lower and upper probabilities of an event in the form of optimization problems have been obtained in the previous section. Our aim is to solve these problems in order to get computationally simple expressions.

The lower and upper probabilities \( \underline{P}(A, s) \) and \( \overline{P}(A, s) \) can be rewritten as
\[
\underline{P}(A, s) = \frac{\min_{k=1,...,K} n^{(k)}(A) + s \cdot \inf_{\alpha \in S(1,L)} \alpha(A)}{N + s},
\]
\[
\overline{P}(A, s) = \frac{\max_{k=1,...,K} n^{(k)}(A) + s \cdot \sup_{\alpha \in S(1,L)} \alpha(A)}{N + s}.
\]

Note that \( \inf_{\alpha \in S(1,L)} \alpha(A) \) is achieved at \( \alpha(A) = 0 \) and \( \sup_{\alpha \in S(1,L)} \alpha(A) \) is achieved at \( \alpha(A) = 1 \) except a case when \( A = \Omega \). If \( A = \Omega \), then \( \alpha(A) = 1 \) for the minimum and maximum.

In order to find the minimum and maximum of \( n^{(k)}(A) \) we consider three sets \( A_1, A_2, A_3 \) such that \( A_1 \subseteq A, A_2 \cap A = \emptyset, A_3 \cap A \neq \emptyset \) and \( A_3 \supseteq A \). Numbers of their occurrences are \( a_1, a_2, a_3 \), respectively. It is obvious that all balls \( (a_1) \) corresponding to the set \( A_1 \) belong to the set \( A \) and \( n^{(k)}(A) \) can not be less than \( a_1 \). On the other hand, all balls \( (a_2) \) corresponding to the set \( A_2 \) do not belong to \( A \). This implies that \( n^{(k)}(A) \) can not be greater than \( N - a_2 \). A part of balls corresponding to \( A_3 \) may belong to \( A \), but it is not necessary. Therefore, \( \min n^{(k)}(A) = a_1 \) and \( \max n^{(k)}(A) = N - a_2 \).

Extending this reasoning on an arbitrary set of \( A_i \), we get the minimal, \( L_1(A) \), and maximal, \( L_2(A) \), values of \( n^{(k)}(A) \):
\[
L_1(A) = \min_{k=1,...,K} n^{(k)}(A) = \sum_{i:A_i \subseteq A} a_i, \quad L_2(A) = \max_{k=1,...,K} n^{(k)}(A) = N - \sum_{i:A_i \not\subseteq A} a_i.
\]

Hence
\[
\underline{P}(A, s) = \frac{L_1(A)}{N + s}, \quad \overline{P}(A, s) = \frac{L_2(A) + s}{N + s}.
\]

We have obtained very simple expressions for lower and upper probabilities for any interval \( A \). Similar results can be produced for probabilities of an interval of the strength.

5. Structural reliability and unreliability

Since we know how to find probabilities of any intervals, then the probability distribution functions of the stress \( F(x, s) = \Pr(X \leq x, s) \) and the strength \( Q(y, s) = \Pr(Y \leq y, s) \) can be computed as probabilities of intervals \( A = [x_{\min}, x] \) and \( D = [y_{\min}, y] \), respectively. It is obvious that interval initial data produce lower and upper probability distribution functions of the stress \( \underline{F}, \overline{F} \) and the strength \( \underline{Q}, \overline{Q} \). By using the results of the previous section and taking into account that \( A_i \subseteq [x_{\min}, x] \) if \( \sup A_i \leq x \), and \( A_i \cap [x_{\min}, x] \neq \emptyset \) if \( \inf A_i \leq x, \alpha(\Omega) = 1 \) and \( \alpha(\Theta) = 1 \), we get
\[
\underline{F}(x, s) = \begin{cases} (N + s)^{-1} \sum_{i:sup A_i \leq x} a_i, & x < x_{\max} \\ 1, & x = x_{\max} \end{cases},
\]
\[
\overline{F}(x, s) = \begin{cases} (N + s)^{-1} \left( s + \sum_{i:inf A_i \leq x} a_i \right), & x > x_{\min} \\ 0, & x = x_{\min} \end{cases}.
\]

Similarly, we obtain the lower and upper probability distribution functions of the strength
\[
\underline{Q}(y, s) = \begin{cases} (M + s)^{-1} \sum_{i:sup D_i \leq y} d_i, & y < y_{\max} \\ 1, & y = y_{\max} \end{cases},
\]
\[
\overline{Q}(y, s) = \begin{cases} (M + s)^{-1} \left( s + \sum_{i:inf D_i \leq y} d_i \right), & y > y_{\min} \\ 0, & y = y_{\min} \end{cases}.
\]
\(Q(y, s)\)
\[= \begin{cases} (M + s)^{-1} \left( s + \sum_{i : \sup D_i \leq y} d_i \right), & y > y_{\min} \\ 0, & y = y_{\min} \end{cases} \]

5.1. Independent stress and strength

Let us consider a case when random variables corresponding to the stress and the strength are statistically independent. According to [20,21], the lower \(U(s)\) and upper \(\overline{U}(s)\) structural unreliabilities by known lower \(F\), \(Q\) and upper \(\overline{F}, \overline{Q}\) probability functions of the stress and strength as functions of the hyperparameter \(s\) can be found as

\[U(s) = \int_\Omega q(y, s)(1 - F(y, s))dy,\]
\[\overline{U}(s) = 1 - \int_\Omega f(x, s)(1 - Q(x, s))dx,\]

where \(q\) and \(f\) are lower probability density functions of the strength and the stress, respectively, defined as

\[q(x, s) = \lim_{\Delta x \to 0} \frac{Q(x + \Delta x, s) - Q(x, s)}{\Delta x},\]
\[f(x, s) = \lim_{\Delta x \to 0} \frac{\overline{F}(x + \Delta x, s) - \overline{F}(x, s)}{\Delta x}.\]

Note that the distribution functions \(F\) and \(Q\) are step functions. This implies that the considered density functions are of the form:

\[q(x, s) = (M + s)^{-1} \sum_{i : \sup D_i \leq x} d_i \delta(x - \sup D_i),\]
\[f(x, s) = (N + s)^{-1} \sum_{i : \sup A_i \leq x} a_i \delta(x - \sup A_i),\]

where \(\delta(x - a)\) is Dirac function which has unit area concentrated in the immediate vicinity of some point \(a\).

By substituting the obtained densities into expressions for \(U(s)\) and \(\overline{U}(s)\), we obtain

\[U(s) = (M + s)^{-1}\]
\[\times \int_\Omega \left( \sum_{i : \sup D_i \leq x} d_i \delta(x - \sup D_i) \right) dx,\]
\[\times \left( 1 - (N + s)^{-1} \left( s - \sum_{i : \inf A_i \leq x} a_i \right) \right) dx,\]
\[\overline{U}(s) = 1 - (N + s)^{-1}\]
\[\times \int_\Omega \left( \sum_{i : \sup A_i \leq x} a_i \delta(x - \sup A_i) \right) dx,\]
\[\times \left( 1 - (M + s)^{-1} \left( s - \sum_{i : \inf D_i \leq x} d_i \right) \right) dx.\]

Hence, there hold

\[U(s) = (M + s)^{-1}(N + s)^{-1}\]
\[\times \sum_{i = 1}^m d_i \left( N - \sum_{j : \inf A_j \leq \sup D_i} a_j \right),\] \hspace{1cm} (1)
\[\overline{U}(s) = 1 - (M + s)^{-1}(N + s)^{-1}\]
\[\times \sum_{i = 1}^n a_i \left( M - \sum_{j : \inf D_j \leq \sup A_i} d_j \right).\] \hspace{1cm} (2)

Thus, we have obtained simple expressions for computing the lower and upper structural unreliabilities. Structural reliabilities can be found from the above bounds as follows: \(R(s) = 1 - \overline{U}(s)\), \(\overline{R}(s) = 1 - U(s)\).

Let us consider a special case \(s = 0\). If we denote \(m_i^{(X)} = a_i/N\) and \(m_i^{(Y)} = d_i/M\), then the lower and upper unreliabilities can be written as
follows:

\[
U(0) = \sum_{i=1}^{m} m_{i}^{(Y)} \left(1 - \sum_{j: A_{j} \leq \sup D_{i}} m_{j}^{(X)}\right),
\]

\[
U(0) = 1 - \sum_{i=1}^{n} m_{i}^{(X)} \left(1 - \sum_{j: D_{j} \leq \sup A_{i}} m_{j}^{(Y)}\right).
\]

Values \(m_{i}^{(X)}\) and \(m_{i}^{(Y)}\) are none other than the basic probability assignments defined in random set theory [35–37]. This implies that \(U(0)\) and \(U(0)\) in the special case \(s = 0\) are the belief \(\text{Bel}\) and plausibility \(\text{Pl}\) measures of an event \(X > Y\).

Thus, the proposed model can be regarded as the extension of models [16] based on random set theory, which allows us to take into account the lack of sufficient statistical data and cases where probability functions that govern the random processes are not exactly known.

5.2. Lack of knowledge about independence

It is also worth noticing that the problem of computing the structural reliability can be solved without having to introduce an assumption about the independence of variables \(X\) and \(Y\). This does not mean that the stress and strength are dependent. Just the analyst may be ignorant of whether the variables are dependent or not. The asterisk notation in \(U^{*}(s)\) (\(R^{*}(s)\)) and \(\overline{U}^{*}(s)\) (\(\overline{R}^{*}(s)\)) will mean that the bounds for the structural unreliability (reliability) are obtained based on ignorance about the dependency of \(X\) and \(Y\).

According to [20,21], there hold

\[
U^{*}(s) = \max_{z \geq 0} \left\{0, Q(z, s) - F(z, s)\right\},
\]

\[
\overline{U}^{*}(s) = 1 - \max_{z \geq 0} \left\{0, \overline{Q}(z, s) - \overline{F}(z, s)\right\}.
\]

By substituting the expressions for the probability distribution functions into the above formulae, we get

\[
U^{*}(s) = \max_{z \geq 0} \left\{0, \frac{1}{M + s} \sum_{i: \text{sup} D_{i} \leq z} d_{i}\right\} - s \frac{1}{N + s} \sum_{i: \text{sup} A_{i} \leq z} a_{i},
\]

\[
\overline{U}^{*}(s) = 1 - \max_{z \geq 0} \left\{0, \frac{1}{M + s} \sum_{i: \text{sup} A_{i} \leq z} a_{i}\right\} - s \frac{1}{N + s} \sum_{i: \text{sup} D_{i} \leq z} d_{i}.
\]

Since the distribution functions are step functions, then the last expressions can be simplified

\[
U^{*}(s) = \max_{i=1,\ldots,n} \left\{0, \frac{1}{M + s} \sum_{j=1}^{i} d_{j}\right\} - s \frac{1}{N + s} \sum_{j: \text{sup} D_{j} \leq z} a_{i},\tag{3}
\]

\[
\overline{U}^{*}(s) = 1 - \max_{i=1,\ldots,n} \left\{0, \frac{1}{N + s} \sum_{j=1}^{i} a_{j}\right\} - s \frac{1}{M + s} \sum_{j: \text{sup} A_{j} \leq z} d_{j}.\tag{4}
\]

If \(s = 0\) and \(m_{i}^{(X)} = a_{i}/N, m_{i}^{(Y)} = d_{i}/M\), then there hold

\[
U^{*}(0) = \max_{i=1,\ldots,m} \left\{0, \frac{1}{M} \sum_{j=1}^{i} m_{j}^{(X)} - \sum_{j: \text{sup} A_{j} \leq \sup D_{i}} m_{j}^{(X)}\right\},
\]

\[
\overline{U}^{*}(0) = 1 - \max_{i=1,\ldots,n} \left\{0, \frac{1}{N} \sum_{j=1}^{i} m_{j}^{(Y)} - \sum_{j: \text{sup} D_{j} \leq \sup A_{i}} m_{j}^{(Y)}\right\}.
\]
It can simply be proved that \([\bar{U}(s), U(s)] \subseteq [\bar{U}^*(s), U^*(s)]\) for all \(s \geq 0\). This is obvious because the independence condition is some additional information reducing the imprecision of resulting measures.

6. Important special cases

6.1. Reliability estimate of a deterministic structure

Very often the problem of structural reliability analysis consists of checking the requirement that the stress does not exceed (or exceeds) the specified limit value \(y_0\) with some probability. For example, a bar of uniform cross-sectional area, \(g\), is subjected to a load, \(X\) (see Tonon at al. [16]). We are interested in checking if the axial stress, \(X/g\), does not exceed the specified stress \(y\) with some probability. Then the reliability is determined as follows: \(R = \Pr\{X \leq g \cdot \sigma\}\).

Formally, in this special case the variable \(X\) takes a predefined value \(y_0\) (\(g \cdot \sigma\) in the example) with probability 1 and the reliability (unreliability) is defined as \(R = \Pr\{X \leq y_0\}\) \((U = \Pr\{X > y_0\}\). Let us show that the obtained expressions can be simply modified in order to solve this problem. Indeed, there holds \(R(s) = \Pr\{X \leq y_0\} = F(y_0, s)\), that is, the reliability is none other than the value of the probability distribution function of the stress at the point \(y_0\). Consequently, if \(x_{\min} < y_0 < x_{\max}\), then there hold

\[
R(s) = \frac{1}{N + s} \sum_{i: \sup A_i \leq x} a_i,
\]

\[
R(s) = \frac{s}{N + s} + \frac{1}{N + s} \sum_{i: \inf A_i \leq x} a_i,
\]

\[
U(s) = 1 - \frac{s}{N + s} - \frac{1}{N + s} \sum_{i: \inf A_i \leq x} a_i,
\]

\[
U(s) = 1 - \frac{1}{N + s} \sum_{i: \sup A_i \leq x} a_i.
\]

In particular, if \(s = 0\), then we have

\[
U(0) = 1 - \sum_{i: \inf A_i \leq x} m_i(X),
\]

\[
U(0) = 1 - \sum_{i: \sup A_i \leq x} m_i(X).
\]

The bounds for this special case \((s = 0)\) have been presented by Tonon at al. [16].

6.2. Point-valued statistical data

Suppose that there are available sets of point-valued statistical data related to the stress and strength. Let \(x_1, \ldots, x_N\) and \(y_1, \ldots, y_M\) be realizations of random variables \(X\) and \(Y\), respectively. For simplicity, we assume that \(x_1 < \ldots < x_N\) and \(y_1 < \ldots < y_M\). Introduce the following intervals: \(A_i = [x_i - \varepsilon, x_i + \varepsilon], i = 1, \ldots, N\), and \(D_i = [y_i - \varepsilon, y_i + \varepsilon], i = 1, \ldots, M\). Here \(\varepsilon\) is a real number which, for instance, can be regarded as the measurement error. Thus, we have sets of intervals of the stress and strength. Therefore, the obtained results can be applied. Note that \(a_i = 1\) and \(d_j = 1\) for all \(i = 1, \ldots, N\) and \(j = 1, \ldots, M\) in this case. If the stress and strength are statistically independent and \(\inf A_i = x_i - \varepsilon\), \(\sup A_i = x_i + \varepsilon\), \(\inf D_i = y_i - \varepsilon\), \(\sup D_i = y_i + \varepsilon\), then Eqs. (1) and (2) can be rewritten as follows:

\[
U(s) = (M + s)^{-1}(N + s)^{-1} \times \left( MN - \sum_{i=1}^{M} \sum_{j: x_j \leq y_i + \varepsilon} 1 \right),
\]

\[
U(s) = 1 - (M + s)^{-1}(N + s)^{-1} \times \left( MN - \sum_{i=1}^{N} \sum_{j: y_j \leq x_i + \varepsilon} 1 \right).
\]

Denote the number of points \(x_j\) such that \(x_j \leq y_i\) by \(n(i)\), and the number of points \(y_j\) such that \(y_j \leq x_i\) by \(m(i)\). If \(\varepsilon \to 0\), then

\[
U(s) = \frac{1}{(M + s)(N + s)} \times \left( MN - \sum_{i=1}^{M} n(i) \right),
\]

\[
U(s) = 1 - \frac{1}{(M + s)(N + s)} \times \left( MN - \sum_{i=1}^{N} m(i) \right).
\]
If there is no information about independence of the stress and strength, then we can similarly write

$$U^*(s) = \max_{i=1,\ldots,m} \max_{i=1,\ldots,n} \left\{ 0, \frac{i}{M + s} - \frac{s + n(i)}{N + s} \right\},$$

(7)

$$U^*(s) = 1 - \max_{i=1,\ldots,n} \max_{i=1,\ldots,m} \left\{ 0, \frac{i}{N + s} - \frac{s + m(i)}{M + s} \right\}.$$  

(8)

7. Numerical examples

7.1. Example 1

Suppose that an expert supplies one interval-valued judgment $A_1 = [1,5]$ ($N = 1$) about the stress and one interval-valued judgment $D_1 = [6,10]$ ($M = 1$), about the strength. According to Eqs. (1) and (2), there hold

$$U(s) = (1 + s)^{-1}(1 + s)^{-1}(1 - 1) = 0,$$

$$U(s) = 1 - (1 + s)^{-1}(1 + s)^{-1}(1 - 0).$$

If to assume that $s = 0$, then we obtain $U(0) = 0$ and $U(0) = 0$. It is obvious that the conclusion based on single judgments is mistaken. However, if we take, for instance, $s = 1$, then $U(1) = 0$ and $U(1) = 0.75$. This is a more believable result, and its imprecision reflects the lack of sufficient statistical data.

7.2. Example 2

Suppose that $N = 100$ intervals of the stress and $M = 100$ intervals of the strength were supplied by experts. At that, it is assumed that the stress and strength are independent. These intervals are given in Table 1. If we take, for instance, based on single judgments is mistaken. However, if there is no information about independence of the stress and strength, then we can similarly write

$$U^*(s) = \max_{i=1,\ldots,m} \max_{i=1,\ldots,n} \left\{ 0, \frac{i}{M + s} - \frac{s + n(i)}{N + s} \right\},$$

These intervals are given in Table 2. It is assumed that they are a part of 200 intervals supplied by the experts in the previous case. If $s = 0$, then $U(0) = 0, U(0) = 0.1$. This result shows that it is very incautious because $U(0) = 0.1 < 0.17$.

How to get more cautious bounds for the stress-strength unreliability? It is necessary to accept $s = 1$. Then there hold $U(1) = 0, \overline{U}(1) = 0.36$. It is worth noticing that $\overline{U}(1) = 0.36 > 0.17$.

Now suppose that there is no information about independence of the stress and strength. Then, by using Eqs. (3) and (4), we get for the case $N = 100, M = 100, s = 1$ the following:

$$U^*(1) = 0, \overline{U}(1) = 0.35. \text{If } N = 6, M = 5, s = 1, \text{then } U^*(1) = 0, \overline{U}(1) = 0.45. \text{It is obvious that } [U(s), \overline{U}(s)] \subseteq [U^*(s), \overline{U}^*(s)] \text{because the independence can be regarded as some additional information.}$$

Suppose that 2 intervals $[12,13]$ of the stress and 1 interval $[20,24]$ of the strength have been obtained after additional elicitation. Then $N = 8, a_2 = 6, M = 6, d_4 = 3$. Hence, we update the unreliabilities $U(1) = 0, \overline{U}(1) = 0.28$. One can see that more precise results have been obtained after additional judgments.

7.3. Example 3

Let us consider point-valued statistical data. Suppose that the stress and strength are governed by the exponential distribution. At that the mean value of the stress is $T_{stress} = 2$ and the mean value of the strength is $T_{strength} = 9$. Then by using the well-known expression for the unreliability in this case, we compute the unreliability

$$U = \frac{T_{stress}}{T_{stress} + T_{strength}} = \frac{2}{2 + 9} = 0.182.$$
Table 2
6 intervals of the stress and 5 intervals of the strength supplied by experts

<table>
<thead>
<tr>
<th>Stress</th>
<th>Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>ai</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

In order to illustrate the proposed approach, we generate \( N = 6 \) random numbers corresponding to the stress and \( M = 5 \) random numbers corresponding to the strength. The results of generation are

0.42, 1.32, 6.33, 3.398, 2.1, 2.3

for the stress and

2.57, 7.04, 11.4, 17.7, 3.97

for the strength. Now we assume that the probability distributions of the stress and strength are unknown, and there are available only the above sample values. By using Eqs. (5) and (6), we get

\[
\begin{align*}
\overline{U}(s) &= \frac{1}{(5 + s)(6 + s)} \\
&\times (5 \cdot 6 - 4 - 6 - 6 - 6 - 5) \\
&= \frac{3}{(5 + s)(6 + s)},
\end{align*}
\]

\[
\underline{U}(s) = 1 - \frac{1}{(5 + s)(6 + s)} \\
\times (5 \cdot 6 - 0 - 0 - 2 - 1 - 0 - 0) \\
= 1 - \frac{27}{(5 + s)(6 + s)}.
\]

If \( s = 0 \), then \( \overline{U}(0) = \overline{U}(0) = 0.1 \). One can see that this value is substantially smaller than \( \overline{U} = 0.182 \). However, if we take \( s = 1 \), then \( \overline{U}(1) = 0.071 \) and \( \overline{U}(1) = 0.357 \). Hence, there holds \( \underline{U}(1) \leq U \leq \overline{U}(1) \). Despite the imprecision of the obtained unreliability by \( s = 1 \), we have cautious bounds for the "true" unreliability 0.182.

It is worth noticing that cautious bounds in this example take place if \( s = 0.3 \). In this case, \( \overline{U}(0.3) = 0.09 \) and \( \overline{U}(0.3) = 0.191 \). Unfortunately, we can find "minimal value" of the hyperparameter \( s \) providing the minimal cautious bounds for the unreliability only by having the "true" unreliability.

8. Conclusion

The very simple expressions for computing bounds for the structural reliability and unreliability have been obtained in the paper. The following advantages of the proposed approach can be noted:

1. The computation of the structural reliability is independent of the definition of the sample space of the stress and strength. This is due to the special forming of the set of elementary intervals \( B_1, ..., B_L \) (see Section 2) and due to the representation invariance principle considered in detail by Walley [26].

2. The proposed approach can be regarded as the extension of methods based on random set theory. This extension may allow us to avoid some unlikely results (see Subsection 7.1) and to get more cautious belief and plausibility measures of structural reliability.

3. The approach allows us to obtain more realistic structural reliability measures for incomplete and imprecise data.

4. The approach can take into account the imprecision due to the missing data. In this case, the hyperparameter \( s \) is interpreted as the number of hidden or missing observations.

5. The structural reliability measures can simply be updated after observing new events (observations). This is due to the property of Dirichlet prior distributions to generate Dirichlet posterior distributions.
6. Point-valued statistical data also can be incorporated into the considered framework (see Subsection 6.2).

At the same time, we have to point out that the proper choice of the hyperparameter $s$ is an open question and further work is needed to find some strong rules for determining $s$.
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